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Abstract 

Three recently published premixing experiments, the MAGICO, MIXA, and FARO, ate disollk~e,d oalllDal~fivo|y, 
two of them, the MAGICO and FARO, are analyzed with the help of the computer code 1P?tI-ALF/-IA. "rh¢ l '~t ,$  of I[.[[lgg~ 
analyses are shown to provide quantitative interpretations of the data, and to suggest c o n d i t i o n s / ~ t s  in 
further experiments to enhance the insights thus obtained. Also, a quantitative radiobn~phy teehniqu¢ is described and 
applied to MAGXCO for the measurement of chordal-averaged void fractions in the mixing zone. The remits are in 
excellent agreement with PM-ALPHA predictions, thus confirming the previously reported good eomlmfisons ~ t h  the 
local (point) measurements of FLUTE. 

I. Imroduefion 

Premixing is the multiphase transient obtained 
during the pouting of  a high temperature melt in 
a liquid coolant; given an appropriate trigger, this 
transient can be transformed into an explosion 
(commonly referred to as a "steam explosion"; 
such explosions can occur with a variety o f " h o t " /  
"cold" liquid pairs, but without loss of  generality 
we will speak here of  a "melt"  and "water"). An 
explosion can be triggered at any time by an 
externally supplied pressure pulse, or it can occur 
spontaneously as a result o f  a local thermal inter- 
action if conditions for such are obtained during 
the premixing. In any case, the premixing traz,~ient 
provides the initial conditions for the explosion (or 
so-called "escalation" and "propagation" phases) 
and as such it provides the basis for assessing 
"what constitutes an adequate trigger, and the 
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"magnitude of  the energetics obtained from a 
resulting explosion". In general, these initial condi- 
tions can be characterized by the space-6me vari- 
ations of  the volume fractions of  the t h r ~  
constituents (melt, water, and steam); however, o f  
particular signitican¢~ is the so-called "water de- 
pletion" phenomenon. 

The water depletion phenomenon refers to the 
formation of  a high void (steam) fraction regkm in 
the major central portion of  iargc-scale melt pom's 
m water. This "steam bubble" is due to the h/gh heat 
transfer rates and associated steaming that "drive" 
the water out whi~ at the same time it ks being 
vaporized. Tiffs means that hrg¢ quantifies of  melt 
cannot coexist with large quantifies of  water in a 
coarsely mixed configuration, i.e. in a condition that 
is conducive to an etficient thermal interaction. 
, On the one hand such largely vokted pr~n/x- 

tures are not easily susceptible to tr/gge6ng, and 
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on the other hand, even assuming that an explo- 
sion can develop, it would be very inefficient. This 
allows for putting bounding limits on interacting 
masses ti-om arbitrarily large pours, and thus it 
has served as a central element of the argument 
against the ,*-mode containment failure in the 
past (Steam Explosions Review Group, 1985; 
Theofanous, 1987). This is important because 
then, and this remains true now, late-phase, core- 
melt progression uncertainties do not allow a 
r:gorees ar~:ment to be made against massive 
molten corium dumps into the lower plenum. 

The water depletion phenomenon was first con- 
jectured by Henry and Fauske (1981), and 
Bankoff and Hart (1984) made an attempt to 
compute it. A first actual quantification was 
offered by Abolfadl and Theofanous (1987), using 
a two-flnid model, and this was further refined by 
a three-flnid formulation and the PM-ALPHA code 
(Amarasooriya, 1991). An independent but simi- 
lar three-fluid formulation also has been pursued 
under the CHYMES code development effort in the 
UK (Fletcher, 1991), and the first comparisons 
with the above-mentioned PM-ALPHA results have 
just been published (Fletcher, 1992). Except 
for not accounting for subcooling, these CHYMES 
results can be interpreted to be supportive to 
PM-ALPHA and the predicted water depletion phe- 
nomenon (Theofanous, 1993). The first experi- 
mental verification of this phenomenon was made 
in the MAGICO experiment a little more than 1 
year ago (Theofanous, 1991) and a detailed pre- 
sentation of the first two series of experiments 
together with PM-ALPHA predictions was given in 
the ,_'ecent NURETH-5 meeting (Angelini, 1992). 
The initial data from another premixing experi- 
n~nt  the MIXA, tied to the CHYMES verification 
effort, were also presented in the same meeting 
(Denham, 1992) and the first data from the 
FARO experiment at the CRC, Ispra have just 
become available (Magallon, 1992, 1993). Clearly, 
the major new developments in this area will 
occur as these and subsequent data are studied 
and interpreted with the help of these codes. 
The main purpose of this paper is to discuss 
these experiments from such a standpoint and to 
take some initial, illustrative, steps in this direc- 
tion. 

2. Overview of the premixiug experinmm~ 

As noted above, there are three premixing ex- 
periments that are currently active (a fourth one is 
planned in Grenoble, France). Of these, the 
MAGICO and M,XA are specifically designed for 
this purpose. The stated scope of FARO is not 
specific to premixing; however, it provides an 
interesting complement from this standpoint, also, 
to the MAClCO and MIXA ex~riments. Indeed, 
viewed as a group, these three experiments 
provide a nice sequence from the well-defined 
conditions of MAOICO (fixed particle sizes), to 
M~XA (prefragmented melt pours into more-or- 
less regular streams, and apparent capability to 
observe particle sizes in flight), to the rather 
poorly defined melt conditions entering the water 
and no possibility of direct observation of  the 
ensuing interaction in FARO. Except perhaps for 
the relatively small (compared to re,~ctor) quanti- 
ties of melt, the FARO is quite prototypic, and 
very valuable for this reason, to its main purpose: 
to determine the extent of quenching possible in 
the lower plenum at high pressures, and the ex- 
tent, if any, of thermal attack on the lower head. 
As usual, gaining in prototypicality creates loss of 
definition, both in initial/boundary conditions, as 
well as in observations/mcasurements that charac- 
terize the interaction, and this loss is quite detri- 
mental in achieving the basic understanding 
necessary for analyses to be useful in predicting 
the behavior in reactor accidents. On the other 
hand, one would be amiss expecting to securely 
bridge the gap between the well-defined experi- 
ments and the reactor without the actual experi- 
ence of dealing with the less well-defined but more 
prototypical tests. We believe that it is very fortu- 
nate that these three independently developed 
programs are so congruent to the overall purpose. 

The major aspect of this view is that MAOICO is 
suitable for the unambiguous testing of the three- 
fluid formulation, especially of the phase-change 
and momentum interaction parts, while the MIXA 
and FARO can provide important perspectives on 
the extent and rate of melt breakup under two 
different melt-entry conditions. All tests involve 
the pouring of a hot mass (in fiquid or solid 
particle form) into a fiquid pool, but in addition 
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to the above, there are other interesting differ- 
ences well-suited to the overall task of under- 
standing premixing in all its major aspects. A 
brief account of these other aspects is given 
below. 

Regarding measurements, the MAGICO is fo- 
cused on local steam volume fractions, as this is 
the key variable characterizing a premixture from 
the explosivity/energetics point of view (The- 
ofanous, 1993; Yuen, 1993). This is a very difficult 
measurement, but it became possible using FLUTE 
(Angelini, 1992) and X-rays (later in this paper). 
In M]XA, on the other hand, an integral measure 
of the thermal interaction is obtained by measur- 
ing the steam flow rates during the transient and 
observing the overall level swell in the interaction 
vessel. In both these experiments, the interaction 
progresses essentially at atmospheric pressure (i.e. 
there is no feedback from steaming). The same 
approach of measuring the steam generation rate 
is also intended for FARO; however, the two tests 
reported so far were performed with a closed 
interaction vessel which, as explained later in this 
paper, provides analysis-testing opportunities not 
previously anticipated nor available so far from 
the other two tests. Briefly, with a closed vessel, 
the thermal interaction leads to pressurization and 
an interesting boiling feedback due to the induced 
rise in saturation temperature. In these tests, this 
feedback was further accentuated by radiation 
heat transfer to the steam in the cover gas space. 
In addition, FARO is run at high pressures ( ,-, 5 
MPa), which provides opportunities (but also 
complications) for testing integral predictions in 
that constitutive laws are not as web known at 
elevated pressures (i.e. film boiling from spheres 
in snbcoo!ed water and high pressures). Regard- 
ing other measurements in both MAGICO and 
MIXA, the interactions have been observed visu- 
ally (by high-speed photography), which makes 
possible melt-front and two-phase zone tracing, 
and perhaps even particle size measurements in 
MlXA (the extent to which this can provide the 
full information needed is yet to be determined). 
In FARO, no such data are possible, but some 
rough idea of melt-front advancement and level 
swell seems to be possible to extract from thermo- 
couple signals. 

Regarding melt temperature and delivery condi- 
tions, there are some interesting differences to be 
noted. In MrXA, the melt is heated up to ,~ 3600 
K. At such high temperatures, the optical depth 
of the emitted radiation in water incro__~_ rapidly 
so that non-local deposition of  radiant energy 
becomes very important. For realistic simulations, 
one must treat the mixing zone as an absorbing- 
emitting medium taking into aea~unt spatial vari- 
ations in melt and liquid volume fractions, and 
one must even include, in the scale of MlXA, the 
surrounding liquid zone, if any, and the container 
boundaries. For the FARO test (melt at 2650 °C) 
and the reactor case, on the other hand, such 
effects are negligible. We are currently modifying 
PM-ALPHA for this specialized heat transfer regime 
of MIXA, and for this reason, no comparisons are 
available at this time. Turning to melt delivery,/n 
MIXA the pour is prefragmented (by passing it 
over a grid made of graphite bars) and character- 
ized (length scales, velocities, and volung frac- 
tion) from high-speed movies; in FARO, the meR is 
allowed to pour by gravity through a 10-cm noz- 
zle and to contact water after a fall of  ~ 2 m 
through the cover gas (steam and argon) space. 
Melt delivery times are estimated, presumably by 
thermocouple data, but at this stage, it is not clear 
how this is done, nor what are the uncertainties 
involved. 

3. Overview and ergaaizatiea of lMs lmim" 

As noted already, the main purpose of this 
paper is to study the results from the MAOICO and 
FARO experiments with the help of PM-ALPHA. 
There is also an experhmcntal component in ad- 
dressing the local void fractious in MAGICO by an 
X-ray diagnostic technique, as an independent 
check on the FLUTE data reported earlier. To 
preserve some cohesiveness of presentation, this 
independent, experimental component is relegated 
to the appendix. 

In the discussion of the experiments, we assume 
that the reader i~ already familiar with the origi- 
nal papers on them, i.e. Angclini et aL (1992) for 
MAGICO, and Magallon and Hohmann (1993) for 
FARO. Our presentation begins, in each case, with 
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Fig. I .  ~ h e m a t i c  o f  the MAGICO exper iment .  

the aspects relevant to the simulations and how 
they were effected, and in the main part  focuses 
on the comparisons and related interpretations. 
For completeness, we also provide a recently im- 
plemented numerically advantageous treatment of  
phase-change in PM-ALPHA. (The complete formu- 
lation is also included, for convenience, in the 
appendix.) Starting from this introductory PM-AL- 
PHA topic, the presentation proceeds from 
MAGICO to FARO. 

I 
I 
I 
I 

I 

Fig. 2. Illustration of the flow field utilized in PM-ALPHA for 
the interpretation of  the MA(31CO experiment. 

4. T h e  PM-ALPHA Lode 

In the original formulation, the rate of  phase 
change (J) was calculated such as to maintain the 
liquid phase saturated at the local pressure. This 
was accomplished by specifying (J  > 0 for vapor- 
ization) 

} J = p j ~l~. _ 1 ~ i) 
Te 

where ~ is the usual specific heat ratio, p~ is the 
__.~turation pr~sure  of  '=-":~mtu,u temperature, and p is 
the actual local pressure. The parameter % is a 
relaxation time for thermodynamic equilibrium, 
and this model could couple very nicely with the 
iteration process given the correct amount of  
phase change accounting, implicitly, for pressure 
changes. We found it convenient to choose this 
relaxation time equal to the time step, but the 
results are not sensitive at least up to 5 times as 
large. With this model PM-ALPHA could accom- 
modate a subcooled liquid, but numerically in a 
somewhat cumbersome way. On the other hand, 
the above formulation has occasionally caused 

criticism because of  its heuristic nature. To elimi- 
nate this nuisance and at the same time achieve an 
explicit treatment of  phase change, as a rate pro- 
cess, i.e. reflecting non-negligible amounts of  su- 
perheat as well as subcooling, we replace Eq. (1) 
with 

1 
J = hg - h, [ R g ( T g  - Ts )  + R,(T~ - Ts)] (2) 

When the liquid and vapor are at their thermody- 
namically stable states (i.e. saturated or subeooled 
liquid, saturated or superheated vapor), the trans- 
fer coefficients (Rg and R 0 are evaluated based on 
a set o f  constitutive laws that are consistent with 
the flow regime approach used previously. When 
the two phases are predicted to be in thermo- 
dynamically unstable states (i.e. superheated liq- 
uid and subcooled vapor), Ri and Rg are adjusted 
upward to recover thermodynamic equilibrium. 
Sample calculations carded out with Eq. (2) and 
this approach are in excellent agreement with the 
previous results (i.e. based on Eq. (l)). For conve- 
nience, the complete model after this modification 
is given in Appcndix A. 
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5. Consideration of the MACuCO ~Ig'rimem 

5.1. Simulation aspects 

The basic concept of the experiment is illus- 
trated in Fig. 1. Tens-of-kilograms quantities of 
mm-sized steel balls are heated to a uniform tem- 
perature (up to 1000 °C), then transferred to an 
intermediate container equipped with a dumping 
mechanism, and within a few seconds are released 
into a pool of saturated (atmospheric pressure) 
water. The pool cross section is rectangular 40.5 
cm on the side. The major experimental parame- 
ters are pool depth (15, 25 and 50 cm), particle 
size ( 1.5 and 2.4 mm), particle temperature (600- 
1000 °C), pour diameter (12 and 20 cm), and 
particle entry velocity (corresponding to free fail 
from 5, 15, and 25 cm, with an initial v©locity of 
0.72 m s- ' ) .  The initial velocity was obtained 
from high-speed movies and found to he indepen- 
dent of particle size or the particle depth in the 
intermediate container. From this and the mea- 
sured total mass pour rate, the particle volume 
fraction at the outlet of the intermediate container 
could also be obtained as 1.87 and 2.5% for the 
2.4 and !.5 mm particles, respectively. Tempera- 
ture losses in the intermediate container were 
minor, and the actual temperature of the particu- 
late just before being released was reported. 

Thus, for any particular experiment, all condi- 
tions necessary for the simulation are exactly spe- 
cified, and only one minor approximation and one 
1.nl.nor non-ideality need to he mentioned. The 
approximation involves representing the rectangu- 
lar cross section of the pool by a circular one of 
diamet,,-r equal to the side of the rectangular tank. 
The pour area is also circular, and this allows the 
simulations to be performed in axisymrnetric 
cylindrical geometry. The non-ideality involves 
the presence of a few cold balls in the front of the 
failing particle cloud. These are the bails that fill 
the holes in the 6-mm thick plate of the dumping 
mechanism; they are cold because of heat losses to 
the plate, and they fall in a "formation" with a 
considerably larger particle volume fraction than 
the rest of the cloud (this was confirmed experi- 
mentally). Certainly, these balls cannot influence 
the interaction itself, but one needs to be aware of 

them for sonic timing details and especia~ for 
interpreting the very initial ~LtrrE signal as Wevi- 
ously discussed (AngclinL 1992). 

The actual flow field employed in ~.ALMfA iS 
illustrated in Fig. 2. All geometric features and 
inlet conditions are specified for each experimcm, 
as discussed above, except for the vent open/ags. 
Since in the ¢xper, ncnt the pool top was com- 
pletely open to the atmosphere, the only require- 
ment is that these vent openings are chosen of  
large enough area to avoid any pressurization in 
the vapor space. Cell sizes are 2.0 cm in tl~ radial 
direction and 2.5 cm in the axial direction, which 
gives 10 radial cells and 12-26 axial cells, depend- 
ing on tank depth and free-fall region. Node size 
studies showed that this is adequate. 

The experimental data consist of mixing-zone- 
average void fractions obtained from high-speed 
movies (from the level rise around the mixing 
zone), and local void-fraction tra~ients using a 
new instrument, the, FLUTE. Both ¢~" thc~c quanti- 
ties can be easily obtained from the results of  tim 
PM-ALPXA computations for comparison with the 
data, and such comparisons have beta reported 
previously (Angelini, 1992; Theofanous, 1992) 
with very good agreement. Also, chordal-average 
steam volume fractions can be obtained for com- 
parisons with the projection-type information ob- 
tained from X-ray radiography, as described in 
Appendix B. These comparisons are "also very 
good. As a next step in tiffs study of MAG~CO, we 
examine some of the more detailed features of 
interactions as revealed in the computations and 
relate them, when possible, to the structure of  the 
mixing zone as seen by direct visualization. 

5.2. The detailed structure of  interactDns in 
MAGICO 

The premixing transient is a vastly complicated 
process, which besides the primary quantit,' of 
interest, the space-time evolution of the void 
fraction, has a number of other interesting fea- 
tures. These features relate to the detaik~ motions 
and associated interactions, and they are signifi- 
cant in creating the conditions within which t ~  
void fraction pattern develop. We study these 
motions here in terms of the calcuhted steam and 
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Fig. 5. Mass of steam ejected through venting cell in numerical simulation of (a) run no. 702; (b) run no. 905. 

water volume flux patterns for the conditions of 
MAGICO ~ no. 702 (25-cm pool, 2A-mm balls, 
800 °C) and no. 905 (50-cm pool, 1.5-mm balls, 
800 °C). These runs were chosen for the purpose 
of explaining the prediction of a "reversal of 
water volume flux" phenomenon which we believe 
relates to, and explains, an experimentally found 
sudden increase in steam generation rate under 
certain conditions during the prcmixing transient. 
More specifically, we believe that reversal of water 
flux causes a strong counter-current melt-water 
contact and an associated rapid increase in steam 
generation rates; aceordingly~ the resulting phe- 
nomenon is termed energetic transfer of heat in a 
counter-current ambient (ETHICCA). 

The reversal of water volume flux is illustrated 
in Figs. 3 and 4 for runs no. 702 and no. 905, 
respectively. (In these figures, spatial maps are 
given for only one-half of the flow field symmetry.) 
In the initial stages, we can see that the generated 
steam moves upward and out of the mixing region, 
while the water is being pushed down and to the 
s/des. This creates a counterclockwise motion in 
the liquid around the mixing zone. As time goes 
on, the behav/or of the steam ~emains basically 
the same, except for being lifted from farther 
down the pool i£. a pattern that follows the particle 
cloud front penetrating the pool. However, the 
water volume flux undergoes two major changes, 

one at 0.2 and the other at 0.6 s. At 0.2 s in the 
interaction, water is seen to begin to move up- 
ward within the mixing zone, apparently being 
"lifted" by the steam flow. The mixing region is 
therefore becoming depleted of liquid for three 
reasons: vaporization, water being pushed down 
and to the sides by the particles, and water being 
lifted by the steam. The implied internal stagna- 
tion region is clearly visible in Figs. 3(b) and 4(I)). 
The other change occurs around 0.6 s, when the 
water around the mixing zone reverses sense of 
"rotation" (note that these are all irrotational 
motions) and begins to flow into the mixing zone! 
At about the same time with this flow reversal, the 
high-speed movies show a relatively violent 
breakup of the pool surface, as if by a suddenly 
increased steam generation rate; this is the 
ETHICCA connection mentioned above. Quanti- 
tatively, this sudden change in steaming rate is 
illustrated in Figs. 5(a,b), and in detail is seen to 
depend on particle size and pool depth, and we 
expect on particle temperature al~o. However, we 
believe that the most important parameter affect- 
ing ETHICCA is the pour-to-pool diameter ratio, 
and in the limit to where this ratio is !, 
ETHICCA should vanish; preliminary calcula- 
tions confirm this expectation. The particular 
mechanism, in elementary terms, is due to the 
buildup of gravitational head between the inside 
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(voiding) of  the mixing zone and the outside 
water (hence, absolute value of water pool depth 
is also importanO, and is another manifestation of  
the decisively non-one-dimensional nature of  pre- 
mixing transients. 

Apart  from the water volume flux evolution, the 
ETHICCA can be tracked from the evolution of  
the steam volume fraction in time. This is shown 
in Figs. 6 and 7 for runs no. 702 and no. 905, 
respectiveb. These figures are given in two forms, 
a synoptic one in Figs. 6i,j and 7ij for visualizing 
the whole transient, and a quantitative one in Figs. 
6 a - h  and 7 a - h  with the void fraction contours 
labeBed. From these figures, we can visualize the 
growth of  the mixing zone and the breakup associ- 
ated with ETHICCA. In addition, they may be 
seen to be remarkably similar (in shapes) to sample 
snapshots taken during actual runs and collected in 
Figs. 8 and 9. In particular, notice the agreement 
in the violent breakup of the pool surfaces seen to 
occur at around 0.4 s in run no. 905. 

To  conclude, it would appear interesting now to 
carry out more focused investigations suggested 
by these results; specifically by measuring velocity 
profiles in the water surrounding the interaction 
zone, and by visualizing the internal (void frac- 
tion) shapes within the zone itself (see Appendix 
B). Both are well within the technology currently 
available for MAGICO, and such studies are 
planned for the near future. Incidentally, we also 
plan experiments with aluminum oxide particles 
(different density than the steel ones used until 
now) of  much higher temperatures. Finally, in a 
companion experimental/analytical program, we 
are studying film boiling from spheres in s team-  
water two-phase flows including conditions of  ele- 
vated pressures (Liu, 1992). 

6. Cons~lra~on of the FARO experiment 

This experiment ir.volves the pouting, under 
gravity, of  tens-of-kilograms quantities of  UO2/ 

ZrO 2 melts at high temperatures ( ~ 2700 °C) into 
deep water pools ( ,,, 1 m) at high pressure ( ~ 5 
MPa). The interaction is contained in a closed 
cylindrical vessel ~ 3 m in len~h and 0.47 or 0.71 
m in diameter for the scoping test (ST) and the 
quenching test 2 (QT2), respectively. The initial 
pool temperature is well-characterized, and the 
water depth is given as 0.87 and 1 m for the ST 
and QT2, respectively. Thus, the flow field can be 
simply represented for simulations with PM-AL- 
PHA, as illustrated in Fig. 10. The length of  the 
gas space was slightly reduced to preserve the 
total test vessel volume (accounting for the melt 
catcher volume in it) to the values of  0.64 and 1.3 
m 3 given for the ST and QT2 conditions, respec- 
tively. This whole flow field was discretized, uni- 
formly, into 5 radial and 60 axial cells (At = 4.7 
cm, Az = 6.1 cm). Cylindrical symmetry was as- 
sumed. 

The only aspects of  the simulations that require 
some elaboration are concerned with melt deliv- 
ery, with certain transient behavior prior to the 
melt reaching the water pool surface, and with 
melt breakup in the interaction. The discussion of  
these aspects is limited here to the case of  the 
seeping test, as only this test could be analyzed in 
the short time available since the release of  these 
data (Magallon, 1992). However, the treatment is 
expected to be similar to the QT2 simulations that 
will follow in the near future 

The melt delivery time is given as 0.28 s, for a 
total release of  18 kg of melt. Using this release 
rate and the melt-exit nozzle diameter (10 crn), we 
find an inlet melt velocity of  1.07 m s - t .  Under 
free-fall, the melt front is found to have traveled 
0.67 m by the time the tail-end of  the pour is 
entering the gas space; the melt front at this time, 
0.28 s after initiation of the pour, is still 1.15 m 
above the water pool surface. Based on this, the 
calculation is initialized at 0.28 s with the experi- 
mentally measured valve of the pressure in the gas 
space ( ~ 5.1 MPa) and the fuel distributed along 
the indicated column in Fig. 10 with volume 

Fig. 6. Evolution of steam volume fraction in numerical simulation of run no. 702. Times (from impact of balls on the water) are 
(a) 0.004 s, 0.054 s; (b) 0.104 s, 0.154 s; (c) 0.204 s, 0.254 s; (d) 0.304 s, 0.354 s; (e) 0.404 s, 0.454 s; (f) 0.504 s, 0.554 s; (g) 0.604 
s, 0.654 s; (h) 0.704 s, 0.754 s; (i) 0.004 s, 0.054 s, 0.104 s, 0.154 s, 0,204 s, 0.254 s, 0.304 s, 0.354 s; (j) 0,404 s, 0.454 s, 0.504 s, 
0.554 s, 0.604 s, 0.654 s. 0.704 s, 0.754 s. 
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(a) (~ 

(c) (d) 

Fig. 9 (a-d). 
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(e) (D 

(g) (h) 

F ~  9. S.ap6hots of run no. 905. Times (from impact of balls on the water) are (a) 0.I s and (b) 0.4 s; (c) 0.7 s and (d) 1.0 s; (c) 
1.3 s and (0  i.6 s; (g) i.9 s and (h) 2.8 s. 
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Fig. 10. Illustration of  the flow field utilized in PM-ALPHA for i g ~ 2 5 
the interpretation of the FARO experiment. - 3  0 

fractions and velocities in each cell obtained by 
accelerating the respective "'parcel" under gravity, 
with the quoted initial velocity, in order to arrive 
at the respective location at the appropriately 
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Fig. l l. Comparison of calculated pressure histm~ with the 
FARO dala from the seeping test. 
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Fig. 12. Comparison of calculated pressurization rate with tlm 
FARO data from the seeping test. 
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Fig. 13. Calculated buildup of  water sub¢oofing, as a result of  
the pressurization transient, at locations away from tim 
z o r l ¢ .  
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Fig. 14. The calculated "'sinking" of the fuel "column into the 
water pool. 
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Fig. 16, Calculated temperatu~ rise in a typical cell in the gas 
space away from the water surface. 
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Fig. 15. lllustralion of the dimimshing of the radiative heat 
source to a typical cell in the gas space, as a consequence of 
the melt sinking, per Fig. 14. 

available travel time (0 ~< t ~< 0.28 s). Note that 
the innermost cell diameter is very nearly equal to 
that of  the melt-exit nozzle; thus, all melt is taken 
to be contained within it. 

The other aspect of  the simulation that requires 
some elaboration is the treatment of  melt-to-gas 
radiation heat transfer. This is peculiar to a closed 
system, with large cover-gas space, at high pres- 
sure, as is the case here, and its importance has 
already been noted by Magallon et al. (1992). An 
a priori treatment of  this aspect would only be 
possible if the extent of  melt breakup, and its 
ernissivity, were known, which of  course, is not 
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Fig. 17. Calculated arrival rate of melt into the melt catcher. 
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the case. However, our interest in these tests is 
primarily on the melt-coolant interactions, and 
the melt-to-gas heat transfer is relevant only in 
providing the proper boundary conditions (sub- 
cooling induced due to pressurization) for this 
interaction. Our approach, therefore, is to sort 
out the melt-to-gas heat transfer from the early 
portion of  the pressurization transient (prior to 
melt contacting the water) in such a way that it 
can be consistently "merged" with the fuel- 
coolant interaction portion, t-his is done by find- 
ing from the early pressurization rate an effective 
value of  the product of  "melt inteffaeial area 
density" times the melt emissivity (i.e. 6Er/dr) and 
using it to estimate radiative power for all subse- 
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Fig. I 8. Melt Volume fraction distributions at se lec t~  times in th~ simulation of the FARO scoping test. Times ( from the initial m~lt 
release) are 0.53 s, 0.63 s, 0.73 s, 0.83 s, 0.93 s and 1.03 s for plots reading from left to right and top to bottom. The width of  th~ 
plot is 47 cm, and the height is 97.6 cm, corr~ponding to the volume of  the. test vessel below the initial water level 
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J L 

Fig. 19. S~am volum¢ fraction distributions at selected times in the simulation of the FARO scoping test (see Fig. 18 caption for 
/denlif~a,~ion of tin~ stcp and phys/cal dimcnsions). 
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quent times, however, accounting for the reduc- 
tion in total area as the melt "column" becomes 
submerged in the water pool. In actual numbers, 
at ~ 0.3 s, the pressurization rate of the gas (0.83 
MPa s- t) implies a uniformly applied heatup rate 
of 4.01 MW and a 6El/dr value of 3.6 o n -  '. The 
latter is obtained from 

6 4 m f  _ ~ E f ~ r  p--~-~ 

where mf/pf is the total fuel volume, and ~ is the 
total rate of radiative heating of the gas. Using an 
emissivity of 0.7, the above yields a melt particle 
size of 1.2 crn, which is certainly a reasonable 
degree of breakup of the ensuing melt jet under 
the conditions of this experiment (crusts were 
observed within the nozzle as well as in the melt 
catcher). 

Finally, regarding further melt breakup within 
the interaction zone, by consideration of Weber 
number criteria, and with a melt-entry (the pool) 
velocity of 4 m s-t ,  we estimate an initial breakup 
to ram-size particles. However, as the liquid pool 
is penetrated and set in downward motion (see 
earlier discussion on MAGICO) by the high velocity 
"swarm" of particles, the relative velocities de- 
~ease, and the continuous phase density decreases, 
which would tend to moderate this extensive in.ltial 
breakup. For the calculation reported here, we 
chose a value of 0.5 cm. It happened that this first 
choice gave a good (compared to the experiment) 
timing for traversing the 0.87 m depth of the pool 
and also a good agreement with the interaction 
features of the calculation (pressurization). The 
fragmented debris found in the melt catcher was 
reported to have a mean particle size of 4.5 ram; 
however, from the photographs and the discussion, 
it appears that this fragmented debris represents 
only a relatively small fraction of the total melt; 
much of it collected as a "conglomerate in contact 
with the bottom plate. This part was certainly still 
molten when it contacted the plate" (Magallon, 
1992). Thus, the chosen size of 0.5 cm may not be 
unreaso~able, and as seen below, the degree of 
quenching obtained in the calculation with such a 
particle size appears to he consistent with a large 
fraction of the mass arriving in still molten form at 
the catcher. 

As a final point in th~ dit~t~ion, we need to 
mention that we do not agree with the 
in the quick-look report (Wider, 1992) about the 
role of argon gas (used initially as a cover gas) 
and about the transient phenomena as~-iated 
with the small expansion of the gas volume due to 
the opening of valve SO2. First, the argon atom is 
considerably heavier than the steam tnoleeule, and 
there is no way for it to stratify under the condi- 
tions of the experiment as claimed. Second, start- 
ing from 0.4 MPa pressure at 80 °C, as stated, the 
argon partial pressure at 265 °C should be ~ 0.7 
MPa, and with the partial pressure of steam (at 
265 °C) should add up to 5.77 MPa, which is 
significantly higher than the measured value of 
5.33 MPa. This is not surprising given the method 
and power of heating and likely heat losses. 
Third, after opening the valve, the system pressure 
decay was arrested at ~ 5.07 MPa by water flash- 
ing to steam, as it should; however, because of the 
argon gas pressure, the pressure could not in- 
crease significantly above this value by flashing, as 
claimed in the quick-look report. (Free surface 
vaporization could provide some a _ ~ _ i ~  
steam; however, it would be too slow to make a 
difference at the time frame ( < I s) of interest.) 
We conclude that the pressurization above 5.07 
MPa is solely due to radiative heating~ and steam- 
ing, of course, after melt-water contact. That i~ 
the situation is q.rite straightforward, and the 
method of simulation described above is quite 
appropriate. 

The results of the cakaflations are discussed 
next. Starting from the "bottom-liue" results in 
Figs. 11 and 12, we see the comparisons with the 
data on the pressurization transient and the pres- 
surization rate, respectively. The agreemeut is re- 
markably good. In Fig. 13, we see the water 
subcooling (at a position away from the interac- 
tion zone) building up rapktly as a result of ~ e  
pressurization, a feedback quite important to the 
phase change processes within the mixing-zone. 
The temperature rises quickly to saturation as tim 
fuel penetrates deeper into the pool. The Wessur- 
ization mechanism, initially due to radiative heat- 
ing of the gas space, gradually reverts to the 
supply of superheated steam from the interaction 
zone. This can be seen from Fig. 14 showing the 
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"'siNking" history of the melt in the water pool, 
Fig. 15 showing the change in radiative heating of 
a typical volume element in the gas space as a 
result of this "sinking" of the melt, and Fig. 16 
showing the temperature transient of a typical cell 
in the gas space. This temperature transient is 
very consistent with that measured experimen- 
tally. In Fig. 17, we see the buildup of fuel volume 
fractions at the bottom cell; the timing is in 
excellent agreement with the data. The level swell 
reported for this experiment is 13 cm, which is 
also in remarkable agreement with the calculated 
value of 12 era. Finally, a sampling of the evolu- 
tion of calculated fuel and volume fraction distri- 
butions at different times during the transient are 
shown in Figs. 18 and 19, respectively. Because of 
the large aspect ratio of the full facility, the distri- 
butions below the initial water level are only 
shown in these figures. 

To conclude, these are very promising compari- 
sons for a first calculation, and they indicate rich 
possibilities for further more detailed calculations 
and interpretations. In particular, we hope *o 
examine the role of different degrees of breakup 
during the interaction with water, and hence to be 
able to backup more conclusively what actually 
took place in the experiment. This type of infor- 
mation would be most helpful in carrying out 
premixing calculations for reactor conditions. 

7. Coaclnsions 

The water depletion phenomenon in premixing 
transients has been simulated in MAGICO, mea- 
sured by FLUTE and by quantitative X-ray radiog- 
raphy, and predicted by PM-ALPHA. Moreover, 
aM-ALPHA seems to also predict some key multidi- 
mensional internal features of the flow field and 
thermal interaction regimes that appear to be 
consistent with what is observed in MAGICO. 
These latter results suggest additional experimen- 
tal work in MAOICO for further insights into the 
detailed ph~omena. By design, MAOlCO allows 
no free parameters in analytical model predictions 
and is well-suited for unambiguous testing of the 
three-fluid and phase-change aspects of the for- 
mutation. At the 9ther extreme, the FARO experi- 

ment with prototypie high temperature materials, 
high pressures, and unknown melt partieulation 
during the transient provides some interesting 
challenges to analytical interpretations. We show, 
by means of comparison with the results of the 
scoping test, that PM-ALPHA can be fruitfully ap- 
plied in a rather straightforward manner. Perhaps 
more importantly, these interpretations offer sig- 
nificant new insights on the effect of subcooling, 
as a feedback mechanism in closed (or con- 
strained) systems, on the extent of vapor produc- 
tion and resulting voiding pattern. Future work 
will carry further these results to understanding 
Zhe breakup and associated thermal interaction 
behavior. 
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Appendix A: Formulation of  the PM-ALPHA model 

A I. Conservation equations 

There are three separate phases: namely, 
coolant vapor, coolant liquid, and fuel (melt) 
drops. They will be referred to as gas, liquid, 
and fuel, respectively. Each phase is represented 
by one flow field with its own local concentration 
and temperature. Thus, we have three continuity 
equations, three momentum equations, and 
three energy equations. In the usual manner, the 
fields are allowed to exchange energy and mom- 
entum with each other, but only the steam 
and water fields are allowed to exchange mass. 
With the definition of the macroscopic density of 
phase i, 

p'~ = O~p~ for i = g, 1 and f (AI) 

and the compatibility condition, 

0 s + 0j + Or = 1 (A2)  

these equations can be interpreted rather directly 
(I~hii, 1975). 
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Con t inu i t y  equa t ions  

Gas: 

Op:,  , 
a t  + v . (p sus) = J 

Liquid: 

0p; 
0-~ + v -  (?;u,) = - y  

Fuel  

0~- + V .  (p;ur) = 0 

Momentum equations 

Gas: 

t 

= - o ~ v p  - ~-~ (~, - u,) - ~ ( , ,~  - u~) 

+ J(H[J]~ + H [ - J ] % )  + p'~g 

Liquid: 

& (piu,) + V- ( p ; ~ , )  

= -O ,  Vp - Fz,(u~ - =,) - F,f(==- ur) 

- . / (a[J]u, + H [ - . / ] ~ O  + P;g 

Fuel: 

(p;M,) + v -  (p~M,x,) 

(A3) 
= -OrVp + Fa( .  ~ -  uf) + F~(~ - ~r) + P ~  

(AS) 

(A4)  E n e r g y  equa t ions  

Gas:  

0 , 
(A5)  ~ (pz/g) + V- (p , t ,  mg) 

Foo, 
(o~.z)] + J(H[a'lh, : - P / ~  + v m 

+ H[ -J]h,~) - -  R~,(T~- 7",) + Or, 

Liquid: 

0 
(p;l,) + V- (p;l,u,) 

(A6) 
- 1  

(O,u,)J -- J(H[J]h, : -P/~7 + v 

+ H[-J]h~)  - a,:fT! - T,) + ~)a 

Fuel: 

0 , 
(AT) ~ (P,/r) + V.  (p'druf) = -Ors - Qn 

(A9) 
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Fig. AI. Schematic diagram of flow regimes considered in characterizing intcn'ace transfers. 
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In the above equations H[J] is the Heavyside 
step function that becomes unity for positive val- 
ues of the argument and zero otherwise, and J is 
given by 

J =- h - ~ _  h [R~(Tg - T~) + Rt~(T~ - r~)] 

It should be pointed out that diffusive transport 
within each field (shear stresses and conduction) 
has been ignored in the above formulation. In- 
deed, resolution of the shear layers would impose 
quite more extensive demands on the computation 
in both nodalization and the physics of turbulence 
processes responsible for such transport. Al- 
though this is certainly at: area for further im- 
provement, we doubt that it ~411 materially 
change the results for the particular process 
quantified here. 

A2. The exchange laws 

The interfacial exchanges of mass, momentum 
and energy are clearly regime dependent, and 
uncertainties remain even for two-phase flows. 
For now, our approach aims to incorporate first- 
order physics that account for the major flow and 
heat transfer regimes as identified by simple crite- 
ria of fuel volume fraction, Of, and gas void 
fraction, ~, i.e. ~ = Off(O~ + 03..The flow regimes 
are shown in Fig. A I. For Of < 0.3 we consider the 
fuel particles immersed in a two-phase gas-liquid 
flow. whose own flow regimes are defined by the 
value of the void fraction: ~t ~<0.3 (bubbly), 
0.3 < ~t < 0.7 (chum-turbulent), and ~t >/0.7 
(droplet). For 0r>~0.3, as the fuel particles are 
densely packed, we considered a flow of gas and 
liquid through a porous bed of fuel particles. 

We use the exchange laws available for two- 
phase systems after making suitable modifications 
to account for, as a first approximation, the effect 
of a third phase. In calculating interracial momen- 
turn exchange, one needs to know the projected 
area concentration of the dispersed phase. Also, 
in calculating inteffaeial heat exchange, one needs 
to know the inteffaeial area concentration. In a 
two-phase system, these area concentrations can 
be estimated from the length scale and the volume 
fraction of the dispersed phase. However. the 

presence of a third phase reduces the area concen- 
tration as the third phase must also share the 
same area. Therefore, we modify the area concen- 
tration, by a factor, ~0; ~bo representing the effect 
of the phase k on the area concentration of phase 
i for its interaction with phasej. This is calculated 
from the respective volume fractions as 

_ 0j (A12) ~o 0j+0, 
Note that with this definition $0 lies between 0 

and 1. 

A2.1. Interfacial momentum coupling 

The interfacial momentum coupling is primarily 
due to drag. For the bubbly flow regime (~t < 0.3) 
we have also included the added mass effect as 
given by Wallis (1969) 

0~ 1 0 ut) (A13) 
3-0, I,-u,I ct 

For Or < 0.3 the drag force is based on Ishii and 
Zuber (1979). Specifically, 

3 C~,,j 
F,~ = -~ O, dpep i T I . ,  - ( A 14) 

where suffices i and j refer to dispersed and con- 
tinuous phases, respectively. The drag coefficient 
for churn flow (0.3 < ~ < 0.7) is defined by 

8 
i = g , j = l ,  Coo. =~  (1 -a t )  2 

and 

= - -  (AI5) 

For dispersed flow we have 

2 ! ~gAP~'12~ 1 + 17.67(f(~i))6t,~ 2 
C ° e = 3  ' [ T J  [ 18.67f(~,) ) (Al6) 

where 

i = g , j = k ~ < 0 . 3  f ( c t i ) = ( 1 - ~ t )  I-s (AI7) 

i = i , j - - g ,  ct>0.7 f (~ , )=~3 (AI8) 

i = f, j = g, 1, f(~,) = ( l - Or)t5 (At9) 

and l~ is obtained from 
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pj lUl - -  U 812// Wfcr  ~8 fo r  i = g ( A20) 
y [12 f o r i = l  

For the "dense fuel regime" (0r> 0.3) we use 
laminar and turbulent permeabilities (Sissom, 
1972). 

F,r = F~r + F~f, i = g , I  (A21) 

where 
[ , . .  0,0~ ~, 

Fir __ ~ t 311 ~-~ _~f),~ ~f2, for Re; < 1000 (A22) 

(0, for Re; >/1000 

and 

I OiOf P'i [u, -ufJ for Re', > 10 
F~/r= 1"75 (1 - 0r)3 If 

[0, for Re'~ ~< 10, 
(A23) 

Re; = Of p;lr[u, - ur] lA24) 
/tl 

It is noted, however, that t~is regime is of very 
limited relevance to computations of practica'. 
interest. 

AZ2. Interracial heat transfer and phase change 

The distinction of the fuel-to-coolant heat 
transfer mechanisms is made again on the basis of 
the flow regimes. The key distinction is whether or 
not there is sufficient water in the coolant phase to 
completely engulf the fuel particles, thus a gas 
void fraction criterion is used. 

For a < 0.7, heat transfer to liquid is estimated 
by superposition of radiation and film boiling 
heat fluxes. That is, 

Qn = nr(h, + h~)nl2~pn(Tr- Tt) (A25) 

where 

60r 
nr = ~ (A26) 

T~- T~ 
h~ = ~ r E f - -  (A27) 

Tr-Ti 
and (Witte, 1968; Liu, 1992) 

. . [pgkg[hfg + 0.68cp~(Tf- T,)I ~,/2 

(A28) 

The emissivity value El= 0.7 is selected for t ~  
calculations of typical interest. Heat transfer from 
fuel to gas in this regime need not be accounted 
for separately. 

For ~ >0.7, we assume a vapor-comimums 
regime in which heat is transferred to liquid drops 
by irradiation and to the gas by convection. The 
gas is allowed to superheat and convect heat to 
the liquid drops which boil at ~turation. Thus 

On = min(nt hI2, nrxif )crE~E~( T~f - T~l ) (A29) 

and 

Qr~ = n#r:l~h~(T,- T~) (a3o) 

where nl--60,/ni~ and h', is given by Bird et al. 
(1960): for 0r<0.3 

hl = ~ {2 + 0.6 Re. ~12 Pr~ j3} (A31) 

where 

R% Pgl%-ufli' (A32) 
#g 

and for Or ~> 0.3, 

h'~ = 0 . 9 t c : p ; l u ~ -  ufl Re; -°'sl Pr; =" 

for Re: ~< 50 (A33) 

h; -- 0.6 l%fp~l% --,,rl Re'*'-°m Prk -2/3 

for Re~ > 50 (A34) 

where 

k ~  P#rlUg- ufl (A35) 
60fflg 

The lhctor El in Eq. (29) was introduced to empir- 
ically degrade the radiation heat transfer to liquid 
by the portion that could not be absorbed. For 
reactor calculations we typically use E~--0.3 to 
conservatively bias the predictions. 

Similarly, for vapor-to-Liquid heat transfer we 
have, for ~t < 0.7 with vapor as the dispersed 
phase, 

R~ = e,n(Js, rcl ~ ~ {2 + 0.6 Re '/2 Prl/3} (A36) 

= 2ng%~l  2 R~ 
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while for at > 0.7, with liquid (drops) as the dis- 
persed phase 

= nl~bjgnl~ ~ {2 + 0.6 i/: ~/3 R~ Re Pr~ } (A37) 
1 

In the above the coetticient c~ was introduced as a 
way to control the liquid superheat in cases where 
these simplified formulations for heat transfer co- 
efficients are not deemed adequate. 

Appendix B: Independent verification of the 
FLUTE measurements 

The reason for creating the FLUTE is that our 
efforts in using absorbing radiation to image the 
whole mixing zone during the design pha~ of 
MAGICO did not yield promising results. The 
working concept in this effort was to make use of 
two different ~,- and X-ray energies and the differ- 

ences in attenuation between the water and the 
material of the balls so as to simultaneously mea- 
sure both. Although in principle this approach is 
fine, in practice, it results in a stiff system of 
equations that yield large error amplification in 
the solution, and thus it was abandoned. 

We returned to it recently after the completion 
of the first phase of the experimental program in 
MAGICO that made use of FLUTE. The reapproach 
appeared hopeful, basically because actual experi- 
ence with MAGlCO indicated that the particle vol- 
ume fractions in the mixing zone are in the 2-3% 
range, thus creating the possibility of "seeing" 
through limited (sporadic) areas of this zone with- 
out ball interference. Numerical experiments at- 
tempting to recreate realization of the particle 
cloud and the optical paths through it revealed 
that this was indeed the case. These experiments 
also provided guidance on how to optimize the 
orientation of the X-ray shot and the source-to- 
object distance, taking advantage of the hole pat- 
tern in the dumper plate. 

Fig. BI. Print of the X-ray film taken in run no. 1005. 
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In actual implementation, we used a flash of 
"soft" X-rays timed at the desired instant within 
the prcmixing transient in MAGICO. The image is 
recorded on a 13 x IS cm film positioned to cover 
the region of interest m the mixing zone. By 
changing the timing of the flash and the film pos- 
ition, we can map out a premixing transient in any 
temporal and spatial detail desired; this is possible 
because of the excellent reproducibility of the 
MAOtCO runs, as already demonstrated by the 
FLUTE measurements and the high-speed movies. 
We have limited our goal here to the independent 
check of the FLUTE results, and only a few runs are 
adequate for this purpose. In *.lie process of devel- 
oping the quantitative aspects of this technique, we 
have made quite a few runs that successively 

appeared m o r e  a n d  m o r e  p r o m / s i n g .  A g rea t  dea l  

of the success depends on establishing adequate 
safeguards and procedures to ensure that the im- 
age obtained can be directly related to a calibra- 
tion image obtained with a stepwise variation of  
void in the optical path. In addition, we con- 
firmed that tl~ effect of  X-ray scattering from tim 
steel balls (they are not present, dearly, in the 
calibration shot) is negligible. At this time, the 
technique is well developed, and we have one run 
in the MAGICO series (the 1000-serif) to discuss 
here. Rather than carry out the n~my special 
FLUTE I n n s  ll~.AJed to  ¢.,ovcr the information on 
the X rays, our approach is to use PM-ALPHA 
the means of comparison; the PM-ALPHA i n ~ " l ~  

tations are the ultimate purpose in any case. 

m 

m':i  u 

,g • ".!'I 

i 30~-40~ ~-45~ 
>.~ 

Fig. B2. Void fraction distribution obtained from X-ray analysis of run no. 1005. The region covered is - 1.5 < • < 5.5 ~ and 
19 <z < 25 era. 
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This MAGICO test, no. 1005, was run with the 
2.4-ram steel balls at 600 °C poured into a 25-cm 
deep pool of  saturated water from a height of  21 
cm. The X-ray shot was timed at 0.52 s after 
initiation of the pour, which corresponds to just 
about when the particle front hits the pool bot- 
tom. The X-ray image obtained is shown in Fig. 
BI. It is noteworthy that individual balls are 
recoL, niTable, even when they partly overlap, and 
we believe with a pattern recognition technique, 
we will have, from such shots, the particle number 
densities as well. Also in this figure, small areas 
where balls are completely absent are cbarly dis- 
tinguishable, and it is in these areas that with the 
application of the water/void calibration curve we 
can obtain the chordal-average void fractions. 

The "reading" and analysis of these films was 
done on 6 x 6 cm film segments in order tn obtain 
the high resolution required; this gave a pixel size 
of 0.12 mra. These readings were analyzed in 
groups of 20 pixels. For each such group, an 
average value of void (and hence of void fraction) 
was obtained by using the calibration curve and a 
criterion excluding readings indicating the pres- 
ence of spheres. Moreover, to ensure that readings 
too close to the sphere boundaries were excluded, 
we used as an additional criterion that the frac- 
tion of unaffected readings within a group was 
above some value; otherwise, the space associated 
with the particular group of (20) pixels was taken 
to be affected by the presence of steel. The data 
analysis was repeated with f values of this fraction 

Q 

! Q 

Q 

tP 

a 

30%-40% 

40%-45% 

45%-50% 

> 50% 

Fig. B3. Void fract ion diztribution obta ined  f rom X-ray  analysis o f  run no. 1005. I 'he  region covered is 5.5 < r  < 11.5 cm and  
1 9 < z  < 2 5  cm.  
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Fig. lid,. Comparison between prediction and X-ray measurement for ran no. 1005 for c¢il centered at (a )  r = ' e ra  a n d  three 
diff¢icn; ,  he igh t s ;  ( b )  r = 3 cm and three different heights; {c) r = 5 ¢ m  and three different heights; ( d )  r -= 7 ern and three differcm 
heights. 

set to 25, 50, and 75%, with very consistent re- 
suits, indicating absence of  the boundary-type 
influence being addressed by this operation. 

The results from film segments covering the 
region 19 < z < 25 crn (i.e. a 6-cm slice of  the pool 
top; z is measured from the pool bottom) over 
two radial segments, - 1.5 < r - 5.5 cm and 
5.5 < r  < !l .5 cm presented here. Spatial void 
fraction r:,aps (using the 50% criteria discussed 
above) are shown in Figs. B2 and B3 for the 
above two radial regions, respectively. The blank 
spaces in these maps indicate regions at ball inter- 
ference, immediately, we can notice that these 
results indicate void fractions in the general range 

measured by FLUTE (Angelini, 1992). In a more 
detailed examination, we have plot¢~l th¢~¢ re- 
sults against aM.ALPHA predictions for four differ- 
ent radial computational cells (at r = 1, 3, 5, and 
7 cm) at three axial positions (z = I8.75, 21.25, 
and 23.75 cm), as shown in Fig. I]4. [n these 
figures, the PM-ALPHA results were obtained by aa 
appropriate chordal-average cquivalcm to projccb 
ing the cylindrically symmetric void fraction d/s- 
tribution, as effccted by the X-ray on the film. The 
X-ray results were obtained from the spatial maps 
by averaging all measured values within the cell 
being considered. The agreement h quite remark- 
able in all cases. It is also interesting to note that 
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the "water flux reversal" phenomenon discussed 
in Section 4 is quite evident in Fig. B4(d); the 
insurge of water causes a precipitous drep of void 
fraction at the outer edges of the mixing zone. 
The X-ray happened to be taken just prior to this 
time, but it is clear now how to best time the 
X-ray shot in the next run. 

P 
p' 
o" 

~b,j 

microscopic density 
macroscopic density 
Stefan-Boltzmann coefficient 
area concentration factor, defined in Eq. 
(AI2) 

Subscripts 

Appendix C: Nomenclature 

Ca drag coefficient 
q control coefficient 
Cp speeitic heat at constant pressure 
Er emissivity of fuel particles 
E1 absorptivity of water droplets 
F factor for interfaeial momentum exchange 
g acceleration of gravity 
H Heaviside step function 
h heat transfer coeffcient; specific enthalpy 
hfg enthalpy of evaporation 
I specific internal energy 
J phase change rate per unit volume 
k thermal conductivity 
1 length scale 
n number of particles (or drops) per unit 

volume 
Pr Prandtl number 
p pressure 
Q rate of heat transfer per unit volume 
R heat transfer coefficient between the phase 

(liquid or vapor) and interface 
Re Reynolds number 
T temperature 
t time 
u velocity vector 
We~ critical Weber number for bubble/drop 

breakup 

Greek letters 

void fraction of vapor (per unit volume of 
coolant) 
surface tension between vapor and liquid; 
specific heat ratio 
volume fraction (per unit volume of total 
mixture) 
viscosity 

added-mass effect 
convection 
fuel 
gas (steam) 
liquid water 
radiation 
saturation 

Superscripts 

I laminar flow 
t turbulent flow 
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