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Abstract

This paper elaborates on the constitutive description of the ‘Microinteractions’ model used by the computer code
ESPROSE.m to simulate the propagation phase of steam explosions. The approach is based on a series of
experiments, in the SIGMA-2000 facility, involving molten drops of tin caused to explode under sustained pressure
fields, an environment similar to that of a fully developed large-scale detonation. The experimental ranges cover shock
pressures of up to 204 bar and melt temperatures of up to 1800°C; a series of isothermal runs, using gallium drops,
are also included. The results indicate that, to a first approximation, the basic form of the constitutive laws
hypothesized in the original formulation of ESPROSE.m is appropriate. Moreover, through detailed comparison of
data with numerical experiments, certain parameters appearing in these laws could be identified quantitatively.
© 1997 Elsevier Science S.A.

1. Introduction

The purpose of this paper is to follow up on the
‘Microinteractions’ idea proposed only recently as
the fundamental ingredient of steam explosion
physics (Yuen and Theofanous, 1994). The idea
owes its origin to the recognition that in fully
developed large-scale detonations, melt fragmen-
tation occurs under a sustained pressure field (as
opposed to the sharp-pulse triggers employed in
all previous fragmentation studies), and on the
observation that under such conditions the debris
(fragmented fuel mass) mixes with the coolant
found only in the immediate vicinity of the melt–

coolant interface (Yuen et al., 1994). The rest of
the coolant simply does not participate in the
ensuing thermal interaction (but it does partici-
pate in the wave dynamics process), and the effect
on the feedback obtained is enormous—it can
produce sustained detonations under much less
restrictive conditions on fuel concentration and
fragmentation rates.

The first formulation (Yuen and Theofanous,
1994) of the Microinteractions model was based
on the hypothesized constitutive law that the rate
of coolant mixing with the debris is proportional
to the melt fragmentation rate. This model pro-
duced the first, and still only (see, for example, the
review by Fletcher and Anderson (1990) that ex-
plains the inconsistencies) consistent comparisons
with available experimental results (in the KRO-
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Fig. 1. The SIGMA-2000 facility.

TOS facility): from ‘weak propagations’ with tin
melt at 1000°C to supercritical detonations with
aluminum oxide melt at 2300°C. This model was
also utilized to obtain the first results for two-di-
mensional detonations (open pool geometries),
thus demonstrating the important mitigating ef-
fect of ‘venting’ due to wave reflection at the free
pool surface (Theofanous and Yuen, 1994).

In this paper, we examine this constitutive for-
mulation in light of the experiments carried out in
the SIGMA-2000 facility especially for this pur-
pose. We use ESPROSE.m to help with the inter-
pretation and in the process we are able to
examine the whole Microinteractions model of
ESPROSE.m in some detail, as well as certain
wave dynamics features of the code.

In this first systematic experimental evaluation
of the Microinteractions ‘laws’, we concentrate on
molten tin drops at temperatures up to 1800°C,
and shock pressures from 68 to 204 bars (1000–
3000 psi). As a basis of comparison, we also carry
out a set of experiments under isothermal condi-
tions with gallium drops (melting point at 30°C).
The results are used to show the existence of a

hydrodynamic regime at high pressures, and of a
thermally affected regime at the low end of the
pressures considered. Any material dependence is
yet to be determined as we undertake experimen-
tation, one-by-one, with each material of interest
(namely, Fe and ZrO2 for reactor applications).
However, it is reasonable to expect that, to the
extent that the hydrodynamic regime is ade-
quately characterized by the relevant properties
(as described below), the behavior at this limit can
be predicted adequately. This is the important
regime from the point of view of assessing the
energetics of large-scale detonations. At low pres-
sures, thermal effects set in, but this is relevant to
the triggering and early escalation stages of an
explosion. Preliminary experiments with iron
melts at pressure of 68 bar and 1600°C indicates a
thermal effect much stronger than that of tin.
This is not surprising considering the heat capac-
ities per unit volume (rcp) of iron as compared to
that of tin (twice as big). The latent heat of iron is
also much larger than that of tin (4 times bigger).
To fully understand this regime, we need extensive
experiments with various melts and pressures
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Fig. 2. Schematic of the SIGMA-2000 facility (not to scale).

from essentially ambient up to the range consid-
ered here. However, exploring this regime is a
lower priority concern, and we are treating it as
such.

2. Experimental apparatus and instrumentation

The experiments are carried out in the SIGMA
facility, employed previously for the study of frag-
mentation of mercury drops in water (Patel and
Theofanous, 1981) under sustained pressure
waves and isothermal conditions. More recently,
SIGMA was employed in the study of molten tin

drops at temperatures up to 1000°C (Yuen et al.,
1994). For the present study, the facility was
upgraded to allow melt drop temperatures up to
about 2000 K (hence the SIGMA-2000 name).
The whole experimental arrangement is shown in
Fig. 1, and it can be explained with the help of the
schematics in Figs. 2 and 3.

The basic component is the shock tube, consist-
ing of a 1-m-long driver section and a 2-m-long
expansion section. The design pressure is 1000
bar, and with water in the expansion section, it
allows steady flows/pressures for up to about 2.3
ms, before the reflected wave from the bottom end
of the tube arrives back at the window area. The
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Fig. 3. Schematic of the melt drop generator.

window allows an observation area of 2×5 cm,
and its midpoint is located 50 cm below the top
of the expansion section, which is separated
from the expansion section by a prescored steel
diaphragm. The shock wave is initiated by
cracking the diaphragm with the help of a blast-
ing cap which is electrically detonated.

The melt generator, typically placed 5 cm
above the window, is illustrated in Fig. 3. It is
designed to melt and reproducibly release single
drops of melt at any desired temperature up to
2073 K (1800°C). The test material is placed
inside a graphite crucible, surrounded by an in-
duction coil, powered by a 2.5 kW generator.
The sample, and to some degree the crucible,
can be heated rapidly by the induction currents
while the temperature there is monitored on-line
using K-type thermocouples. When the drop
temperature reaches the desired value (typical
heating time is about 1 min), a mini-plug cylin-
der (driven by argon gas pressure) is made to

snap open, thus releasing a single molten drop.
Since at 1300°C the thermocouple fails, higher
temperatures are obtained by an on-line fit and
extrapolation of the temperature data (using a
PC). The procedure is estimated to have an un-
certainty of about 930°C.

The most challenging aspect of the experiment
is to obtain the drop-shock interaction near the
top of the observation window, so that the
event can be observed in its entirety (as the
drop translates rapidly and explodes behind the
shock). This is achieved by automatically tim-
ing the whole experimental sequence, starting
with the detection of the molten drop, by means
of a laser beam, at the very top end of the
window.

The principal experimental data are images of
the exploding drops obtained with flash X-ray
and high-speed movies. (So far, these data have
been obtained in separate experiments, but un-
der well-reproducible conditions; however, we
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Table 1
Test conditions for the SIGMA-2000 experiments

Melt Temperature (melt/water) Initial drop diameterShock pressureRun ID
(bar)(°C) (horizontal/vertical) (cm)

6845/45Gallium 0.68/0.46G/68/45
204 0.81/0.39G/204/45 Gallium 45/45

45/45 272G/272/45 Gallium 0.91/0.56
681700/90 0.65/0.46TinT/68/1700

1800/90 204T/204/1800 0.63/0.43Tin
68 0.75/0.41T/68/1000 Tin 1000/90

1000/90 204T/204/1000 0.63/0.38Tin

Table 2
Properties of materials

Heat of fusionSpecific heatMaterial Density (gm cm−3) Surface tension
(J (g ·K)−1) (J g−1)(dyne cm−1)

660 0.371 79.76.07Gallium
60.70.220Tin 6.10 (T=1700°C); 6.47 (T=1000°C) 550

2470.44915507.87Iron

have recently developed the capability of simulta-
neous operation). For the X-ray, we use a Hewlett
Packard generator (Model 43734A) capable of a
single 25 ns duration flash, that can be timed very
precisely on the basis of the shock arrival time at
the window. For the movie, we use a rotating
drum camera, run typically at 25 000 frames s−1,
for a total recording time of 6 ms, under back-
lighting conditions.

Pressures are measured both above and below
the window with flush-mounted quartz piezoelec-
tric transducers (KISTLER, 607L) having a rise
time of 1.5 ms and a 30 000 psi maximum range.
The signal from the top transducer is used to
trigger the X-ray and/or the flash-light for the
movie camera. Both transducer signals are
recorded in a four-channel digital storage oscillo-
scope (LeCroy 9304, 175 MHz) and a PC.

Finally, as shown in Fig. 2, we employed a
debris catcher (which was able to slide up and
down the tube following the flow) to collect the
debris after each run, both for mass and debris
size distribution analysis.

3. Experimental program and data reduction
techniques

Critical aspects for the quantitative radiography
employed here are the optimization of the X-ray
energy level and source position from the object,
such as to optimize the film exposure. Moreover,
strict quality standards need to be applied in the
reproducible development of the exposed film,
detailed calibration curves, and witness pieces on
every film, to allow for the small correction always
necessary due to intangible variations in the expo-
sure–development–reading process. With these
techniques properly established, one can obtain the
two-dimensional projection of the fragmenting
drop mass distribution at the instant of the X-ray
flash. As a means of checking the accuracy of the
whole process, the total drop mass was reproducible
from the X-ray analysis, typically within 10–15%

The high-speed movies provide the evolution of
images of the outside envelope of the Microinterac-
tions region (consisting of the debris, entrained
water, and any steam produced by the interaction),
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Fig. 4. Movie images of run G/240/45; (b) movie images of run T/204/1000; (c) movie images of run T/204/1800.

which in turn surrounds any remaining (coherent)
drop mass. These data are complementary to
those in the X-ray in the following sense. From
the X-ray film we can distinguish the fragmented
debris mass (as described shortly below); we can
thus determine the amount of water mixed with
the debris. The movies allow us to expand this
information, from the selected time instances of

the X-rays, to the complete explosion event.
Analysis of both the movie and X-ray images

are done with a digital scanner (UMAX UC840),
and associated software to compute local masses
and total volumes. The manner in which the mass
corresponding to the debris was identified is de-
scribed in conjunction with the presentation of
data in the next section.
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Fig. 4. (Continued)

The debris collected from the ‘catcher’ was
washed, dried and subjected to sieve analysis.
Selected samples were examined under the elec-
tron microscope.

The experimental program involved two melts
and runs under seven conditions, as summarized

in Table 1. The run identifier code includes shock
pressure and melt temperature for easy identifica-
tion in the discussion. Key properties of these
melts are given in Table 2. Referring to a remark
made in the introduction about iron, the proper-
ties of this material are also included. For the tin
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Fig. 4. (Continued)

runs, the water temperature was raised to 90°C, to
prevent spontaneous interactions. In addition to
one movie run for each entry in Table 1, we have

three duplicate runs of T/204/1000 for the X-ray
data at three selected instances (0.85, 1.0 and
1.5 ms).
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4. Experimental results

Selected movie image sequences from three rep-
resentative runs are shown in Fig. 4(a)–(c). It is
interesting to note that in all cases, the boundary
is highly structured, and that in the non-isother-
mal runs, the interaction zone develops in a highly
irregular fashion. Note, however, that even for the
high-temperature runs, the Microinteractions
zone is quite confined around the drop, as found
previously (Yuen et al., 1994). To obtain an indi-
cation of the volume of these zones, these images
are integrated (using horizontal slices) assuming
axial symmetry (for each slice separately). The
uncertainty in carrying out the mechanics of this
process is very low, so the real uncertainty de-
pends on the assumption of axial symmetry
which, strictly speaking, is not defined at this
time. However, an overall perspective can be ob-
tained from the time-wise regularity of the results
as well as from the trends between various runs.
All the volume results are presented together with
analytical interpretations in Section 6.

Fig. 6. Mass distribution results from the X-ray film shown in
Fig. 5. The figure on the top represents the mass thickness
distribution along the horizontal line containing the local area
with the highest mass concentration. The figure on the bottom
shows the cumulative mass fraction distribution.

Fig. 5. Flash X-ray image of a tin drop (1000°C) at 0.85 ms
after the shock arrival for run T/204/1000.

A reconstructed X-ray image is shown in Fig. 5,
and the mass thickness distribution along a hori-
zontal axis going through the image at an eleva-
tion containing the point of maximum mass
thickness is given at the top of Fig. 6. The sudden
drop-off in thickness seen in this figure was used
to identify a ‘boundary’ between the still-coherent
drop mass and the surrounding debris. This, then,
in conjunction with the cumulative mass distribu-
tion shown at the bottom of Fig. 6, was used to
determine the fraction of the drop fragmented at
the time the shot was taken. For the estimated
drop mass, the equivalent diameter is 0.44 cm
where the horizontal width of the cutoff thickness
region is 0.49 cm and the ‘average’ thickness in
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this region can be read as about 0.4 cm, a consis-
tency which is indicative that the inner region
identified as ‘unfragmented’ drop indeed contains
no water. The reduced data from all three X-ray
runs are presented together with analytical inter-
pretation in Section 6.

The debris size distribution from all tin runs is
summarized in Fig. 7. We note that the ‘low
pressure,’ ‘high temperature’ combination gave
the maximum fragmentation, while the ‘low pres-
sure,’ ‘low temperature’ case produced essentially
no fragmentation. The ‘low’ and ‘high’ characteri-
zation applied here are in the perspective of this
work. In general, 1000°C is not really low, since
researchers have worked extensively with tin at
temperatures below 1000°C, and in the KROTOS
experiments, tin melts at 1000°C were used in
attempts to obtain propagating explosions. The
present results explain why this was not possible
(Yuen et al., 1994).

The debris structure can be seen from represen-
tative scanning electron microscope (SEM) photo-
graphs collected in Fig. 8. The small sample
shown for each run was obtained to include parti-
cles from those in the fine powder range, to
intermediate and large particle sizes. It is interest-
ing to note the highly convoluted morphology of
the large particles, even those at low tempera-
tures, and the smooth shape of the fine particles in

the high-temperature cases (those are absent in
the low-temperature runs).

5. The Microinteractions model in ESPROSE.m

As noted already, we wish to interpret the data
presented above in the ESPROSE.m frame. This
is done in the next section, by means of ES-
PROSE.m calculations. In this section, by way of
introduction, we provide the key aspects of the
model (Yuen and Theofanous, 1995).

In the multifield formulation of ESPROSE.m,
the materials involved in the Microinteractions
zone (called the m-fluid) are considered together
as a separate field, that is allowed to interact with
the other two fields (fuel and liquid coolant)
through exchanges of mass, momentum and en-
ergy. For our present purposes, we are mainly
interested in the continuity equations which are
written, for the fuel (f), liquid coolant (l), the
Microinteractions ‘field’ (m) and the debris (db),
as follows:

(rm%

(t
+9 · (rm% um)=E+J (1)

(r l%

(t
+9 · (r l%ul)= −E−J (2)

(r f%

(t
+9 · (r f%uf)= −Fr (3)

(rdb%

(t
+9 · (rdb% um)=Fr (4)

In these equations, the ‘source terms’ Fr and E
represent the rate of fuel fragmentation and the
rate of entrainment of liquid coolant into the
Microinteractions zone, respectively. These are
the terms that need to be defined before the
system of equations (including momentum and
energy conservation which are not presented in
detail here) can be integrated, and these are the
constitutive laws under investigation here. The
other source term J represents mass transfer by
phase change between liquid coolant and m-fluid.
In addition to Eqs. (1)–(4), we have an equation
to keep track of the changes in the fuel length
scale, written as:

Fig. 7. Histogram of fragmented masses from the tin runs.
(Data are shown on a pass-basis; i.e. the mass fraction shown
at each sieve size corresponds to masses caught between it and
the next higher size.)
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Fig. 8. SEM photographs of sample debris collected from four tin experiments (in each photograph samples of ‘large,’ ‘medium’ and
‘small’ debris are presented, to illustrate typical characteristic dimensions).

(

(t
�uf

Df

�
+9 ·

�uf

Df

uf
�

=
2uf

D2
f

dDf

dt
(5)

This equation is based on interfacial area trans-
port considerations and includes a ‘sink’ term on
the right hand side, representing the length scale
changes due to fragmentation (the dDf/dt term is
related to the rate of fragmentation).

The hypothesis made in the original formula-
tion of ESPROSE.m was that the entrainment
rate is proportional to the rate of fragmentation
(on a volume basis); that is,

E= feFr

rl

rf

(6)

where fe is the ‘entrainment factor.’ The instanta-
neous fragmentation rate, Fr, is obtained from a
characteristic fragmentation time, tf, as:

Fr=
r f%

tf

(7)

and the rate of change of the fuel particle diame-
ter is given by

dDf

dt
= −

Df

3tf

(8)

where the fragmentation time is estimated on the
basis of an instantaneous Bond number formula-
tion (i.e. based on the instantaneous differential
velocity and drop diameter) obtained by extend-
ing an earlier formulation (Patel and Theofanous,
1981) to a high transient regime (Yuen et al.,
1994); that is

t f*
�uf−u �tf

Df

e−1/2=bfBo−1/4 (9)
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with

Bo
3CdrDf�uf−u �2

16s
e=

rf

rl

(10)

This is for the purely hydrodynamic regime and
bf is evaluated in conjunction with the relevant
experiments. For example, based on data avail-
able at the time, Yuen et al. (1994) found bf=
13.7, while Theofanous et al. (1979) used
bf=10.3. To represent rates of fragmentation
higher than this value, due to thermal effect for
example, we introduce an augmentation factor
which, to a first approximation, is treated (here)
as a constant; i.e. more generally, we have

t f%=
tf

gt

(11)

and expect that gt�1 at very high pressures,
where thermal effect can be expected to be negligi-
ble.

Fig. 10. Transient behavior of the mixing volume for the seven
tests.

To recognize that by the time there is sufficient
fragmentation, the turbulence developed and as-
sociated mixing effects cannot be expected to
subside, even if the fragmentation rate diminishes
(because of fuel depletion and/or approaching
velocity equilibration), the entrainment rate in
ESPROSE.m is kept as a non-decreasing function
of time, i.e. it maintains its last maximum value.

The SIGMA simulations presented in the next
section were carried out in one dimension with the
melt drop at the appropriate location, and with a
grid size of 1.25 cm to capture the highly localized
event of interest. A small gas pocket in the melt
generator was also simulated. The effect on the
wave dynamics is to create an overshoot at the
front end of the pressure pulse (this is absent in
the absence of this gas pocket), which is both
interesting and predictable, as seen in Fig. 9.

6. Data interpretations and discussion

Before the detailed interpretations with ES-
PROSE.m, it is instructive to consider the data in
the interpretation of Patel and Theofanous (1981)
and Yuen et al. (1994), that suggested a linear
relation between the debris mass and dimension-
less breakup time, i.e.:

Mdb

M0

=
1

bf0

Bo1/4
0 (12)

Fig. 9. Comparison between ESPROSE.m predictions and
measurements of pressure at the transducer below the observa-
tion window for runs T/68/1700 and T/204/1800.
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Fig. 11. A typical set of pressures, volume fraction distributions for fuel, debris and m-fluid predicted by ESPROSE.m (run
T/204/1000) at 0.25 ms intervals. (The debris and m-fluid volume fraction distributed begin at 0.5 ms.)

Now combining this with Eq. (6), we can obtain:

V
V0

=1+
fe

bf0

t*Bo1/4
0 (13)

where V includes the unfragmented drop mass
and the water entrained into the Microinterac-
tions zone. It is important to note that in Eq. (12),
bf0 represents the total dimensionless fragmenta-
tion time based on the ‘initial’ Bond number. It
should thus correspond approximately to bf/gt for
the fragmentation model described in the previous
section. Eq. (13) is an approximation, since it is
derived assuming a constant density for the en-
trained liquid (i.e. isothermal fragmentation).

All the high-speed movie data, plotted in the
form suggested by Eq. (13), are shown in Fig. 10.
This figure also contains the line of Eq. (13) with
the values fe=7 and bf=9 and g=1, 2 and 4.2.
The specific values of these parameters are deter-
mined from interpretation of the fragmentation
data with ESPROSE.m, which is described below.
A distinctive trend of the data can clearly be
identified. As pressure increased, the fragmenta-
tion behavior approached the ‘hydrodynamic
regime’ as represented by the isothermal gallium
runs. The effect of temperature appears to be
rather secondary.

A representative set of pressure transients, and
volume fraction distributions of fuel, debris and
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m-fluid obtained from ESPROSE.m with given
values of the three constants (bf, fe and gt), are
shown in Fig. 11. The following approach was
used in this parameter identification exercise, us-
ing such numerical experiments.

First, we re-examine the old X-ray mercury
fragmentation data (Yuen et al., 1994) to deter-
mine the value of bf in the ESPROSE.m formula-
tion that produces the same rates of
fragmentation. The results are shown in Fig. 12.
As expected, the entrainment fe has essentially no
effect on the predicted fragmentation. Based on
this comparison, the value of bf is determined to
be 9. The value of 13.7 quoted by Yuen et al.
(1994) was based on a very early version of the
ESPROSE code and an approximate treatment of
the instantaneous Bond number formulation. On

Fig. 13. Comparison between the predicted and measured
mixing volumes for the isothermal gallium/water runs. Time
zero corresponds to the moment of diaphragm rupture.

Fig. 12. Comparison between ESPROSE.m predictions and
the old fragmentation data for mercury at 340 bar. The top
figure shows the effect of bf with fe=10. The bottom figure
shows the effect of fe with bf=9.

the other hand, the value of bf is actually quite
close to the 10.3 value of Theofanous et al. (1979)
noted above.

With the bf fixed, numerical experiments are
next run to determine an appropriate value of fe
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Fig. 14. Comparison between the ESPROSE.m prediction (bf=9, gt=2) with the fragmentation data for the present X-ray tin runs
(T/204/1000). Time zero corresponds to the time of the diaphragm rupture.

using comparisons of predicted and measured to-
tal volume (volume of the drop, debris and en-
trained coolant) with the three gallium runs. As
shown in Fig. 13, there is some explicit depen-
dence on pressure. However, the general trends
are reasonable, in the perspective of the highly
coupled nature of the phenomenon and of the
data being analyzed here, and allow us to make a
first-order choice of this parameter, fe in the range
7–10. From the model described in Section 5, one
can recognize that higher values lead to lower
peak explosion pressure, so a value of 7 can be
considered as reasonably conservative for highly
developed detonations. This is the value used in
sample calculations with ESPROSE.m so far
(Yuen and Theofanous, 1994; Theofanous and
Yuen, 1994).

Next, the X-ray tin data are examined with the
values of bf and fe fixed at 9 and 7, respectively.
We find that some augmentation of the fragmen-
tation rate is required. With a value of gt=2, the
comparison of the data is reasonable, as shown in
Fig. 14. Also in Fig. 14, we can see that the
sensitivity to gt is not great. The value of gt is in
fact consistent with the movie data and the other
high-pressure run (T/204/1800) as shown in Fig.

15. For the low-pressure runs, a much higher
enhancement factor is necessary (gt=4.2) to pro-
duce the agreement seen in Fig. 15. A summary of
the Microinteractions parameters determined
from the tin data is shown in Table 3.

7. Conclusions

The purpose of this paper is to present the first
systematic evaluation of the Microinteractions
model used in the ESPROSE.m code to compute
the propagation phase of steam explosions. The
approach is basically experimental, using the
SIGMA-2000 facility to observe exploding tin
drops under conditions that simulate those found
in large-scale, fully developed detonations. The
results indicate that to a first approximation, the
basic form of the constitutive laws hypothesized
in the original formulation of ESPROSE.m is
appropriate. Moreover, the results clearly show
that under high-pressure conditions a hydrody-
namic regime dominates the behavior. The data,
in conjunction with numerical experiments, have
made it possible to determine numerical constants
in the formulation of the hydrodynamic regime,
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Fig. 15. Comparison between the predicted (with bf=9, fe=7) and measured mixing volumes for all present tin movie runs. Time
zero corresponds to the time of diaphragm rupture. For run T/204/1000, the data points from the X-ray runs are also presented.

Greek letters
fragmentation constant, Eq. (9)bf

thermal enhancement factorgt

e density ratio, Eq. (10)
u volume fraction
r microscopic density
r % macroscopic density, Eqs. (1)–(4)

surface tensions

Subscripts
debrisdb

f fuel (also fragmentation)
l liquid
m m-fluid (m-field)

and to attempt a first quantification of the ther-
mal regime.

8. Nomenclature

Bo Bond number, Eq. (10)
Cd drag coefficient
D drop diameter
E mass entrainment rate
fe entrainment factor, Eq. (6)
Fr fragmentation rate

timet
t f* dimensionless complete fragmentation time

of one fuel particle, Eq. (9)
u velocity vector



X. Chen et al. / Nuclear Engineering and Design 177 (1997) 303–319 319

Table 3
Microinteraction model parameters deduced from the tin experiments

fe gtRun ID Temperature (water/melt) (°C) Pressure (bar) bf

10 4.2T/68/1700 90/1700 68 10.5
10.5 10T/204/1800 90/1800 204 1.4

1010.5 4.268T/68/1000 90/1000
1.410T/204/1000 90/1000 204 10.5
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